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At a glance

· Motion capture ('mocap') is widely used to create special effects in the film industry.
· Older systems used markers that could be more readily tracked and analysed by computer systems. Such markers may be passive (reflective) or actively broadcast a signal.

· Markerless systems are more complex and computationally more intensive.

· Developments in depth-sensing cameras have opened up the possibility of a relatively low cost peripheral for the consumer market.

· Technology from new game controllers, such as Microsoft's 'Project Natal', could be used or adapted to create new interactive learning environments, as well as adding more accessible methods for controlling hardware.
We know where you are!
Motion tracking is the ability to follow objects in 3 dimensions (3D). This article will focus particularly on tracking the human body, although similar techniques could be applied to a whole host of objects.
Applications of motion tracking include:

· Capturing movement as the basis for animation and CGI (computer generated imagery) in films and computer games

· An alternative means of input and control for computer programs and consumer devices

· Hands-free operation of medical devices in sterile environments

· Interaction with training simulators in military and other contexts
· Control of personal avatars (on-screen representations) in virtual worlds

· First-person 'experience' of proposed architectural and environmental projects

· Immersive gaming environments where the player's movements directly control the action
· Tracking people in buildings for security purposes

· Interactive response systems for advertising hoardings, which may detect passing viewers and react to their emotional state
· Adding a layer of engagement to videoconferencing systems, such as IBM's augmented collaboration in mixed environments system (see TechNews 11/09).
Motion tracking systems are about to move from a specialist product, often costing £50,000 or more, to a consumer peripheral that may cost less than £100. The capabilities of such low-end systems will not be as refined as the more expensive ones (which may provide sub-millimetre accuracy), but reports suggest that they will be perfectly acceptable to many consumers.
Marker systems
Automated image recognition has long been a complex and processor-intensive operation. Our native optical system handles it without much conscious thought, but picking out shapes from an unknown background and matching them to libraries of similar shapes has taken much research effort, which is considerably compounded when the object is in motion.
Motion capture (or 'mocap') has been used as the basis for CGI effects in many recent films. For example, the actions of Andy Serkis were captured and digitally reprocessed to produce the character of Gollum in the Lord of the Rings trilogy. Motion capture has generally relied on placing markers on a suit that the actor wears while moving against a plain background in a known space. The use of markers considerably simplifies the image processing requirements, producing a wireframe or volumetric digital model that the animator can then enhance to produce the desired character. Once the character has been digitised, it can be merged with footage filmed using normal equipment.
Markers can be of two types: passive, which do not emit any kind of signal, and active. The latter have traditionally been heavier and more cumbersome, due to inbuilt electronics and wires connected back to the control system. While restricting the actor's movement, such hardware can provide more accurate positional information. The type of system chosen will also affect the speed of capture (essentially frame rate); the capture 'volume' (the area within which the actor can work); and the price.
Passive markers include:

· Reflective plates, such as the yellow-black quartered disks on crash-test dummies

· Reflective balls attached to the face or other parts of the body.

Active systems make use of:

· Light emitting diodes (LEDs) remotely controlled to emit light at known intervals
· Potentiometers and accelerometers that determine relative motion, either by measuring the movements of an exoskeleton attached to the body or sensing inertial changes in gyroscopic devices
· Electromagnets, which disturb magnetic field lines generated in a limited capture volume 
· Radio transponders that emit a coded signal.
Active systems may use coding patterns to identify individual markers attached to different parts of the body. Many controllers for many gaming platforms, such as Nintendo's Wii, use a combination of active markers.
Miniaturisation and increased use of wireless signalling has considerably improved the capabilities of active Technologies. Some systems are known as 'semi-passive imperceptible', combining the advantages of several approaches. Infrared LED projectors are used to 'light' the space with encoded signals, whilst photo sensors attached to the actor record both the coded infrared and ambient optical lighting levels. 'Time of flight' techniques are used to calculate where the sensors are within the capture space, depending on the minute delays in receiving the coded infrared data from the projectors. The ambient light data can be used by the digital artist to ensure that the CGI character is correctly lit.
Motion capture systems often employ upwards of eight cameras to give the animator a 3D representation of the actor's movements, which can then be combined with data from active sensors (if used). The system may need to be calibrated to account for video distortion, wireless interference and other technical issues. Further, markers may be occluded by the actor's body (especially in optical systems), must be aligned between shots and alternative camera views, and may become detached from the actor's clothing or face.
The amount of data captured gives rise to a significant processing load, so applications that require high spatial resolution or fast frame rates generally produce data that must be processed after capture. Lack of real time graphics need not present a problem for digital animators, who often add significant items and effects to the image, but directors may want to see an immediate approximation in order to judge the success of the shot. Creating real time footage adds considerably to the expense of the system.

Companies involved in this type of CGI work include 4D View Solutions, ImageMovers Digital, George Lucas's Industrial Light and Magic (ILM) and Weta Digital.

An MIT project, known as Wear ur World, uses 'Sixth Sense' technology that (at present) relies on optical markers on the user's fingers to capture gestures to control the interface. (See TechNews 03/09.)
Markerless systems
With the announcement of Microsoft's 'Project Natal' game controller (see TechNews 06/09), depth-sensing cameras have recently come to the attention of a wider audience. These cameras contain a solid-state sensor array that captures data coded in reflected light. Project Natal projects an infrared signal, but other systems use wavelengths at the extremes of the visible spectrum.

The simplest approaches use 'time of flight' techniques to calculate the distance of each part of a scene, whereas others use distortions in the coded data (also produced by the distance that reflected light has travelled) to generate a 'pseudo' 3D image. (It is not a true 3D representation as it can only provide the distance to the object nearest to the camera along any given path. Software then interpolates changes in this data and maps it to some internal model to create a 3D object.)
Various hardware and software companies are involved in developing consumer and specialist systems. These include partnerships between Optrima, Softkinetic and Texas Instruments (see TechCrunch); between Atracsys and Sony (see New Scientist); and between PrimeSense, GestureTek  and Microsoft (as reported by VentureBeat). Other companies in the market include Canesta, MESA Imaging, Organic Motion and PMDTec. Some of these systems use pairs of stereoscopic cameras to gather 3D data.
Generating a computer model
In addition to distinguishing the object of capture from the background environment, the success of a system is in large measure determined by the underlying computer model. Scientific American has outlined the process used by the Project Natal engineers. The team started by collecting digital video clips of people moving, which they manually marked as a basis for a purpose-written machine learning algorithm. This analysed the video segments to produce digital representations, which were refined using an iterative process until they had 12 models that represented broad combinations of body type, age and gender.
Natal's lead developer, Alex Kipman, is reported to have said that Natal will use 10 to 15 per cent of the Xbox 360's processing power to run the software that maps the captured image onto the 3D model. Body parts can be located to within 4cm (under 2 inches) accuracy in three dimensional space and poses are recognised in less than 10 milliseconds. These metrics are vital to effective game play, as latency (delay) or inaccurate placement could significantly degrade the gaming experience.

Educational possibilities
If Microsoft, or one of the other companies, opens up the application programming interface (API) for its hardware, a range of educational applications could be built. Systems could be used directly in media studies, IT or built environment courses, but also for a wide variety of immersive, virtual worlds that could be explored by learners of all ages. Before moving to Microsoft, Johnny Chung Lee showed how the 'Wiimote' controller could be modified for other applications. Depth-sensing cameras could be harnessed for innovative applications that are yet to be envisaged.
Motion sensing is already coming to the attention of educators, with companies like RM demonstrating MyTobii eye-tracking technology and an interactive video 'room' in its 'Shaping Education for the Future' display during January's BETT exhibition. OM Interactive had several interactive 'water' displays around the main exhibition space, which 'rippled' as you stepped on the projected image. 
Motion tracking technologies can be built into sensory environments for profoundly impaired people, as well as used as accessible interfaces for common hardware. TechNews 11/08 reported that Toshiba was among a number of companies developing gestural interfaces for televisions, while integration of sensors within displays could become viable, as covered in TechNews 12/09.
These developments in the consumer sector are being driven by the gaming industry, but the possibilities for educational spin-offs are significant. Project Natal will not be launched until the autumn, so it cannot be said for certain that it will deliver its promise in diverse domestic and educational settings. However, if the hardware becomes a standard feature of displays or is released as an affordable peripheral device, it could change our approach to immersive and virtual reality environments, as well as opening up more technologies to learners with physical disabilities.
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