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At a glance

· It can be difficult to find relevant video clips suited to learning.
· Metadata describing the content of a video segment can greatly assist resource discovery, but manual tagging can be very variable in quality.

· Information can be derived from audio subtitles and captions. These may be added manually or using automated systems. The latter remain only partially successful.
· Perceptual hashes can be used to mathematically represent video sequences in order to perform comparisons, but they do not describe content.

· Object recognition is part of the wider field of computer vision. Except in very specific contexts, computer vision has had limited success, making it an unlikely candidate for automated tagging for a number of years yet.
Meaningful content
Learners and educators frequently need to find relevant resources to support learning, so it is important that search engines assist this quest. Indexing text documents is relative simple since most of the web, being written in text-based HTML or scripting languages, is readily processed by computers. Pictures pose more of a problem, but they are generally supported by captions, explanatory text nearby and (on properly constructed web pages) associated ALT tags that describe them.

Video is much more difficult to classify as it is, literally, a 'moving target'. While captions and other text may indicate the main theme, the segment of interest to a learner may not be described at all. Effective search needs to go further than just visual description, but may need to ascribe context and other forms of wider meaning to content to enable 'semantic' search. However, without some form of descriptive database to work with, search engines are almost entirely at a loss in dealing with video.
The problems of video are further compounded by the size of files, producing a massive problem of scale for any foreseeable direct search techniques. Images for the Future, a project from the Dutch Institute of Sound and Vision, has already produced 3PB of data by digitising just over a third of its 280,000 hours of film and video. According to PC Advisor, with addition of new footage, the archive will require 15PB by 2015. (One petabyte is equivalent to a million gigabytes.)

Generating metadata
The root of the search problem is that the smallest unit of data - individual pixels - provide no direct information about the content of a video. While this is likewise true of letters in text, they are combined according to known rules of language to create meaning, whereas pixels are not. Somehow, a form of structured data that describes the content (metadata) has to be added to enable search engines to derive usable results from video searches. Such metadata could consist of:

· The title, date and shooting location, where the owner (or later researcher) has associated these with a video segment

· Words or brief phrases added as tags to indicate the key features of the footage

· Language subtitles

· Other structured metadata, added by owners and users
· Information derived from the audio content of a clip

· Information directly derived from the video content.

This metadata has different levels semantic content. Tags marking the date and time of filming do not provide as much information as those that describe people, places and other features actually contained within the video. Further information can be obtained where associations (such as relationships between people) and intentions (such as the purpose of a speech or the reason for the filmmaker being present) can be captured in a structured way.
Metadata may come from three main sources:
· Original owners and subsequent users. So-called 'user generated content' (UGC) can suffer from all kinds of weaknesses, not least inaccuracy (such as mistaking the kind of animal in shot), idiosyncrasy (adding data that may only be meaningful personally) and use of irony and other forms of humour.

· Librarians and researchers. Trained professionals generally produce the best data, although it can be difficult to anticipate all the purposes for which future users may need to view a clip, resulting in 'missing' tags. This approach is labour intensive and far too expensive for the flood of video produced for services like YouTube or Vimeo.

· Automated processes, which are discussed below.

Curated collections, such as the British Film Institute's Screenonline project, largely draw metadata from the second of these categories. Screenonline is freely accessible to UK educational establishments.
Subtitling
The audio track from a video clip can provide much of the required information, so long as there is significant spoken content which is directly associated with the imagery. Subtitles (which transcribe speech) and captions (which may include descriptions of sounds) are found in many of the better video resources.

Subtitles have been carried on the teletext lines of the broadcast television signals for many years, while large film studios provide structured caption files with timing information on most DVDs. Live television, such as news broadcasts, are subtitled in real time by shorthand typists using the same kind of keyboard as stenographers in courtrooms. A range of proprietary and open source applications is available for formatting video transcripts into subtitle files.
Speech recognition (see TechNews 09/09) can be used to create subtitles in real time or after a video has been shot. This has met with mixed success since, as with speech recognition in most contexts, user accents, background noise and other factors greatly affect accuracy. For conversational speech - found in many videos - Microsoft reports that "word accuracies often do not exceed 60%".
IBM's ViaScribe, championed by the Liberated Learning project, has been used to caption film for educational users, although outputs have been limited. Google announced earlier this year that real time auto-captioning was to be added to virtually all of the video on YouTube. The success of the latter can be readily judged by searching (say) for an election broadcast from any major political party. These videos are often shot with a key figure speaking direct 'to camera', based on prepared scripts, yet the transcription accuracy varies considerably for both UK and US English accents.
The Microsoft Audio Video Indexing System (MAVIS) seeks to use computer generated transcriptions to produce searchable video metadata. Channel 9 (a Microsoft information broadcaster), has produced a video demonstrating the system at work, showing how (say) the phrase 'Microsoft Research' can be identified in news broadcasts and used to tag relevant time segments. (Note: the file for the 7.5 minute video is quite large.) A MAVIS data file is about ten times larger than a transcript since word alternatives, probability values and other information is associated with the text.
Image identification
Copy-prevention technologies may provide a useful direction for indexing video imagery. Although the aim is to protect the property of rights holders, the techniques used attempt to detect related video. 

Even where the quality of a video has been lowered, or where a new codec or file format has been used to encode and store the video, the visual information remains similar. Hashing algorithms are designed to represent this information as a numerical code, which can be compared with values for master copies to detect copyright infringement. (Watermarks are also used to protect video, but in quite a different way - these are codes imperceptibly overlaid on the video signal and which are difficult to remove through copying or content transformations. Watermarks are, effectively, catalogue identifiers rather than any kind of description or representation of the content of a video.)
Perceptual hashes or 'digital fingerprints' are like normal fingerprints - even a partial or damaged representation may be adequate to identify the original content. Cryptographic hashes seek to produce codes with as little discernible pattern as possible, to prevent an attacker from reading the underlying data. Perceptual hashes, however, are designed to indicate similarity. 
Measures of similarity can allow search algorithms to find related video clips (such as a longer version of the same film or another filmmaker's view on the same scene). This type of approach underpins the recent Tiny Videos research project at the University of Toronto.

Perceptual hashes are mathematically related to the data contained in sets of pixels but provide no direct information about the content of the clip. Content analysis requires computer vision techniques, which are the focus of much research across many fields. Object recognition, even in a still image, relies on identifying key visual signals, such as edges, corners and lighter or darker 'blobs' within the picture. These are then related to known associations or patterns that typify particular objects. Nevertheless, even a task that an infant finds simple, such as identifying a 'dog' represented in a range of visual styles across many contexts, remains extremely difficult for computer vision systems.
There somewhere
The US National Institute of Standards and Technology (NIST) has defined a set of test data and effectiveness evaluation procedures for video recognition systems. Scoring is underpinned by the ability (for example) of target systems to detect key 'recognisers' within the data set. Such recognisers might be the presence of a chair, a classroom environment or people singing. These result in annual TRECVID workshops, which discuss methodologies and results for various approaches. Quoted in the PC Advisor article, Hans Westerhof from the Dutch Institute for Sound and Vision said with regard to the effectiveness of image recognition tools, "I don't see us using them in the near future".
Users are convinced that the video clip they need must be available somewhere, and they are likely right. The first problem is finding that clip, followed by consideration of the copyright implications of the use they have in mind.

Indexing and retrieval remain a topic of intense research activity, but it may be some years before automated systems become commercially viable. In the meantime, learners and teachers must rely on user generated tags and curated video collections for the majority of their needs.
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