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At a glance

· Augmented reality (AR) combines virtual artefacts - information or 3D objects - to supplement the user's field of view. AR may also use audio and touch feedback.
· Printed tags can be used as 'fiduciary markers' to place virtual objects on the user's video display, providing a tangible link between the physical and real worlds.

· Applications on powerful mobile phones, equipped with GPS, a compass and accelerometers, can download and display location-based information over the handset's display.

· More powerful, semi-immersive systems use significant processing capability, requiring expensive, bulky hardware. These systems are mostly found in research and specialist environments, such as head-up displays for fighter pilots.

· The ability to 'annotate' and superimpose objects over real locations could have educational applications, while creating interactive environments using AR may help stimulate and involve younger learners.
The creative clash of the virtual and the real
Augmented reality (AR) spans the divide between the 'real' and virtual worlds, delivering data and computer generated imagery (CGI) to bear on the user's environment. The existing work has tended to display reference information or video content as an overlay on the user's field of view, but it could potentially add audio, touch feedback (haptics) and smells to create a more rounded sensory experience of the merged worlds.

Head-up displays (HUDs) have already been commercialised, especially in aeroplanes and some cars (for example, using Microvision's display systems), providing flight data, navigation prompts and weapons information. HUDs integrate a projector and some type of semitransparent display surface that reflects selected wavelengths of projected light, allowing the background view to pass through to the user unhindered. Newer systems, including those mounted on goggles or in a helmet (head-mounted displays or HMDs), may project the image directly onto the retina or use transparent display elements fused onto the visor or screen. These systems all come in the category of 'optical see-through', whereas systems that feed the background as well as the CGI image onto a display (and completely blank out the ordinary view) are known as 'video see-through'.
A wide range of applications has been suggested for augmented reality systems, from military, through medical diagnostics and training, to tourist information and entertainment. Although widely researched in the 1990s and earlier this century, the field has generally been constrained for all but niche uses by high prices, clumsy equipment and limited processing power. However, a new breed of AR is emerging as mobile phones gain sufficient capacity to capture data and create a compound image in real time, bringing data to the user rather than the user actively seeking it out.
ARTags and virtual objects
A simpler breed of augmented reality is based on basic two-dimensional barcodes, for example ARTags or CyberCode. These act as 'fiduciary markers', providing visual cues to the CGI processor about the intended location of virtual objects. Not only does the code translate into a specific image (dependent on the particular application), but the size, orientation and the visual sheer (deformation) of the markers can be used to infer the position of 3D objects to be displayed. Some of these systems have been built using code that has been released under an open source licence, such as the ARToolKit from the Human Interface Technology Lab (at the University of Washington), which has also been commercialised through ARToolworks.
One example of AR controlled by tags, which has been widely circulated, is GE's Smart Grid application: the user prints the marker and holds it in the field of view of their webcam; a flash video application embedded in a web page generates an image of a windfarm or a solar energy plant, which the user can pan around as the printed marker is moved. Tags have been used with AR for a Nike marketing campaign in Hong Kong (as shown in this video) and in a much more sophisticated mobile botanical field guide. A Lego point of sale system designed by Metaio uses the packaging as the marker, enabling the buyer to see what the Lego model will look like when it is completed, as demonstrated in this YouTube video.
Gaming and AR
Inevitably, AR has links with entertainment, allowing users to explore virtual environments (such as the Star Ship Enterprise) or to play simple games (for example those from CellaGames). The Georgia Institute of Technology Augmented Environments Lab has created a zombie-shooter, called ARhrrrr, as an experimental environment for trialling AR techniques and systems. (See YouTube video, which is also designed to market the graphics processing capabilities of NVIDIA's new Tegra platform.) Novarama has created a new bug-hunting game called Invizimals for the Sony Playstation Portable - children use the hardware's screen and camera to chase the virtual animals around their own homes and then lay down tags that are converted into traps on screen.

The popular 'first-person shooter' Quake was given an augmented reality makeover for playing the game across the University of South Australia campus some years ago. Although the AR environment was principally designed as a research project, the photos on the ARQuake website indicate the difficulty of commercialisation, revealing how the user was encumbered with hardware while playing the game.
Enhancing the real world
Much of the older augmented reality research was aimed at more 'serious' applications, including construction, training vehicle technicians (see this recent video) and in medical fields. The Columbia University Computer Graphics & User Interfaces Lab has developed the Opportunistic Controls interface, which uses gestural controls to support motor mechanics. Zugara, a Japanese marketing agency, has demonstrated a simpler online retail system that allows shoppers to use a virtual dressing room to 'try on' clothes.

Nokia continues to develop its Mobile Augmented Reality Applications (MARA) project, with research into a broader field that has been termed 'mixed reality', and Intel has used AR to showcase forthcoming mobile hardware.
The latest AR implementations rely on smartphones and other powerful mobile processing platforms to add information layers onto the hardware's video feed. Layar has used its system to deliver property information for house-hunters in the Netherlands, SekaiCamera creates a socially generated geo-tagged layer and Wikitude provides tourist information drawn from Wikipedia and other sources. New applications are appearing regularly, with a dynamic maps for the London Underground and the New York Subway system, and TwittARound, an iPhone application that displays tags for people using Twitter locally. During the recent Wimbledon tennis tournament, visitors could use IBM Seer Android to discover real time tournament information and find out about facilities around the courts.

AR in education
Augmented reality has generated tantalising possibilities for education, but outcomes have been limited to date. There is considerable potential for training in manual and technical skills, showing students how to carry out procedures or which parts should be used and how they must be aligned. Tagged environments can be explored using AR applications on mobile phones - teachers and students could upload their own links and comments to be added to the virtual tags displayed on screen.

AR can create a tangible link between a marker in the hand and a 3D representation being manipulated on screen. At the lower end of the age range, early learners can use tags to represent characters from a story and see the action come alive on screen as they move the tags around. Likewise, design students could create 3D models in a CAD package and use AR tools to overlay the results on a real scene. These design applications are coming close to market, with users able to examine 3D models of landmarks built in Google's Sketchup using ARSights, while Max Wainwright has demonstrated a simple AR system that is intended to work with 2Simple's online 2Design & Make. (The relevant part of this video starts at 10:25.)
The Human Interface Technology Laboratory New Zealand has been engaged in the eyeMagic books project, in which characters come 'alive' on the page as a child views the pages using a special stereoscopic video viewer. (An eyeMagic book is demonstrated on this YouTube video.) Futurelab documented a more ambitious project, undertaken as part of the now cancelled BBC Jam service, which had children become players in an interactive story by acting out parts while carrying AR tags. Adrian Woolard, one of the BBC team, said, "You're only providing certain things like characters: they embellish it with their own stories, so they describe what the sun might look like, or whether it's a rainy day or a hot day." The same article describes a prototype system in which older learners can view an image of the skeleton and muscles overlaid on their own arm.
The Educause Learning Initiative has produced a helpful document (aimed more at higher education) entitled 7 things you should know about Augmented Reality.

The realities of AR
Augmented reality, despite years of research, remains a nascent technology in the consumer market. Generating information 'on the fly' is computationally expensive, producing on-going problems for high-end AR that include:

· lag time between the real world view and the superimposed virtual image

· aligning the CGI objects with the user's view

· requirements for substantial processing capability

· rapid power drain on portable systems

· heavy hardware due to large batteries

· developing a suitable user interface for each application

· potential distraction to pilots, car drivers and other users in critical situations

· total cost of systems.

A new generation of non-immersive AR that has lower hardware requirements has been growing up, such that the latest smartphones (equipped with a video camera, GPS, compass and accelerometers) are able to provide an augmented view of any landscape. These new applications draw in supplementary data over mobile networks, positioning information on screen in real time, but the markers displayed need not be as accurately placed as the navigational data on a fighter pilot's display. Developers are also exploring the potential for pointing camera-equipped mobile devices at objects to get further information, for example translating Chinese road signs or displaying show times for films advertised on posters.
More ambitious AR systems, using physical markers as cues for the display of 3D objects in a real or virtual landscapes, largely remain in laboratories as experimental environments for testing human-computer interaction and generation of on-demand graphical imagery. Some educational applications (like the eyeMagic Books) are emerging and showing the potential of AR to enthuse and stimulate learners, but it remains unclear whether the learning objectives could not be equally achieved using other media or methods not involving technology.
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