Networking and wireless

 Analysis: Network Storage

Computing, whether at home, school or work, can generate huge amounts of data that needs to be securely and safely stored. The creative applications that so excite young people – for example video and music production are demanding on disk space; and as electronic data forms the basis for assessment the quality of storage services must continuously improve

Hard disks are getting bigger. Currently a consumer-grade 1TB hard disk drive retails for around £100/$200. This means that individual users have a great deal of capacity to use on their home computers and one of the challenges to network managers in schools is delivering appropriate storage options for the whole school. Network or large scale solutions will normally involve some kind of fault-tolerant drive array. This will normally use a number of drives connected to a special controller that allows for RAID. RAID (Redundant Array of Inexpensive Drives) systems use multiple drives working in parallel. The controller manages data to guard against data loss. This might be through disk mirroring (RAID 1) or striping disk (RAID 0). There are other RAID combinations but these are the most popular. RAID 1 means that any data is written to two drives – therefore if one fails there is another copy. This means that for 2n drives, the total system storage capacity is n. RAID 5 uses a ‘spare’ disk and writes data so that it can be recovered from the information held on the other drives. This means for n drives of same size the system has a capacity of n-1 drives with the spare drive holding information that is normally redundant. Computers accessing RAID systems see only one drive and read/write to it as normal. The RAID controller handles the actual management of the data. 

There are a number of benefits to externalising storage in this way. Firstly such systems are entirely designed to give reliable and speedy access to data with minimal operating system needs. Separating applications from storage means that if an application server is upgraded the data store can be maintained – this reduces the risk of data-loss and disruption to users. Large data stores can allow efficient sharing of resources. Multiple applications can use the same disks, making capacity and disk management easier. 

The variations emerge in how these controllers are linked to servers. This might involve a LAN, a dedicated network or some kind of dedicated connection.

DAS or Direct Attached Storage is where a storage array is directly connected to one or more servers. DAS arrays are not visible to the wider network and can only be accessed by the application servers they are directly connected to. This makes access to the data secure. The servers will normally be connected with a high-speed link, often Fibre. High speed fibre links in this model will offer around 10Gbps+ line rates, which equates to around 2000MBps in practice. The simplest DAS servers are just enclosures for drives and the access control is handled by the server and more complex units will load balance the requirements of many servers simultaneously. DAS servers may be referenced by application servers as ‘local drives’ – so the only difference is they are physically external.

NAS or Network Attached Storage works in a similar way to DAS, but the NAS unit is connected to a LAN network, normally Ethernet. This allows storage to be added very quickly and easily to an existing installation. NAS boxes need to have some kind of network operating system on them. This might be a commercial system or it may be an opensource solution like FreeNAS. NAS units will support one or more standard network protocols, such as SMB. Host computers to access stored data then use these protocols. A NAS unit on a network is not by default private to a particular application or server and is more designed for general purpose file storage rather than supporting application servers. Access speeds are normally limited by the network so commonly 1Gbps.

SAN or Storage Area Network combines these two approaches. This means it delivers network based file storage that appears to the client to be a local drive at similar speeds to DAS where fibre is used. This gives performance advantages and application compatibility but is more costly and complex. SAN is most commonly found in large enterprises who can afford the high initial investment. Where NAS implementations might be a single drive or small array, SAN systems are often large scale disk arrays and the largest storage units in the world. Large disk arrays, like large servers, may be virtualised. This means users do not access storage devices directly, but are presented with a part of the resource. This appears and functions as a separate drive but is easier to manage especially when the amount of storage needs to be varied. This could allow, for example. a large multiple disk/multiple server array to appear as a single drive or storage area to a number of users.

These three solutions represent the alternatives available to a network manager who wishes to increase the resources available in his own direct management domain. In addition to being more physical drives, servers or disk arrays the manager could move the abstraction layer to include externally hosted services. The user will potentially see the same service (storage) whether the data was hosted on a drive in their own computer, on a school server, elsewhere in the local authority or potentially in the ‘cloud’.

The hard disk drive is currently at the core of these offerings. However the actual hardware used is abstracted away from the user, so as storage technology changes these approaches are still relevant. Manufacturers are increasing the efficiency and capacity of hard disk drives alongside other research into new methods – including 3D storage and increasing use of solid state drives. This will mean that the systems, behaviours and management issues will remain the same – irrespective of the underlying physical (or virtual) device.

When Google launched its Gmail service with 2GB of online storage developers were quick to write software that enabled registered users to use this as online storage. Despite not being officially supported at the time, this was the forerunner of a number of commercial services in this market.

Online storage options use the NAS concept to offer pools of storage that are available anywhere in the world. Companies such as BT offer home backup services . The Digital Vault offers a number of pricing plans aimed at consumers.

http://www.digitalvault.bt.com/
Companies such as Google, Amazon and Microsoft have massive server infrastructure distributed around the globe. Both these companies offer individuals and companies the chance to buy into this ‘cloud computing’ model. This means that for small unit costs (a few pence per unit) one can buy access to processor time and online storage. The ongoing costs can quickly mount up and there is a lack of direct control by the user – as, for example it is impossible to tell where in the world this data is stored, but there is unparalleled flexibility and access to services. Consideration must be made of legal requirements when locating personal data outside of the UK so it might not be suitable for all applications.

http://aws.amazon.com/s3
https://www.google.com/accounts/ManageStorage
http://skydrive.live.com/
More ‘professional’ and assured services similar to these are available from other vendors. The cost of a service tends to reflect the quality of service offered in terms of data location and resilience. Many Cold War-era bunkers have found new purposes as secure underground storage hubs.

Cloud based computing offers a new way of delivering the whole spectrum of computer and data needs. Effectively everything except for a simple hardware client device could be moved out of the institution onto the network – where instead of buying software or hardware the cost is for computing power and storage on-demand. This has the advantage of global access but costs may be unpredictable depending on the contractual model.

For schools this gives a range of options. The core requirement for a normal school is unlikely to be high powered, speed-critical application servers. Rather the emphasis is on reliable storage that can be securely accessed from a range of clients, and backed up. The quantity of data being generated today has already outstripped the capacity of tape and CD-based systems that are only a few years old. There are however some important issues to be aware of – RAID disk systems do protect from individual disk failure, but if the unit was stolen or damaged then external backups are still important. High volume solutions at the moment could be based on Blu-Ray Disc but that would still require 20 disks for a 1TB store and this is not designed as a professional backup solution. 300GB+ disks are expected to be launched by InPhase but these are expensive. Tape solutions now offer up to 500GB per tape and operate at hard-disk speeds, making them still the best solution, though the backup upgrade cycle cannot be forgotten. Other backup solutions do exist. 

There is no question that applications will continue to demand more storage driven by applications such as learning platforms. Institutions will, in the future, have more of a choice between self-provided services such as local disk arrays and external services that may be delivered on a revenue rather than capital basis. The technologies may change and capacity come down in price, but from a user or manager perspective this will not change the model or need for high capacity, high reliability storage services. Reliability will most often be achieved by moving storage out of commodity servers such as those in individual schools and to a managed environment in a local authority or commercial environment. 

Becta has published functional and technical specifications that are relevant to considerations of data management. Key requirements include “An institution shall take appropriate steps to ensure that curriculum and administration data is recoverable in the event of equipment failure or disaster”.

http://schools.becta.org.uk/index.php?section=lv&&catcode=ss_lv_pla_02&rid=11280
http://schools.becta.org.uk/index.php?section=lv&&catcode=ss_lv_pla_02&rid=11281 

