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At a glance

· Non-volatile storage is required in computers and other hardware to maintain data and programs while power is switched off.
· Flash memory is used in many 'pen drives', mobile devices and solid state drives. Data can be read faster and it takes less space than a hard drive, but writing data is relatively slow.

· Phase-change memory (PCM) is in production, but it has thermal limitations compared to flash.
· Ferroelectric RAM (FeRAM), magnetoresistive and resistive RAM (MRAM and RRAM) are in varying states of development, but currently suited to niche applications or still undergoing research.

· Other technologies are in various stages of research, of which memristors are currently generating the most interest.

· DRAM, hard drives and flash all continue to improve, so competing technologies must achieve a lot to become commercially viable alternatives.
Permanent storage
The working, random access memory (RAM) of modern computers must be constantly refreshed to maintain the stored values. RAM is volatile - unless it is constantly powered, it will lose its data. To prevent loss between sessions, there must be some form of non-volatile storage, such as a hard disk drive (HDD). HDDs are inexpensive, but are vulnerable to mechanical wear, shock and corruption through heating or strong external magnetism.
Inexpensive, compact, fast, non-volatile, solid state memory has been long sought after. Early forms of electrically erasable programmable read only memory (EEPROM) were costly, leading manufacturers to use as little as necessary to store the key values required to initiate (or boot) devices at start up.

Ideally, developers would like non-volatile memory that is as fast as RAM but as inexpensive (per megabyte stored) as a hard drive. Flash memory has yet to attain a price comparable to HDDs, but it is getting nearer as manufacturers improve production techniques. (The Auxiliary storage article in TechNews 03/09 had price comparisons that are now out of date but still typify the differential.) Ideally, all data would be stored in non-volatile memory so that a computer would be ready for use as soon as it is switched on. (Again, TechNews 07/09 addressed Instant-on hardware, but found that truly immediate booting was some way off.)
Flash memory
Solid state disk drives (SSDs) and the storage structures in many mobile devices are built from flash memory. Within the structure of flash, there is an insulating layer that electrons will cross if a high enough voltage is applied, allowing a charge (representing data) to be stored. The default storage state is often treated as a '1'; to write a '0' value, a 'charge pump' must be primed, which introduces delays. Further, when resetting cells that represent '0' back to '1', the structure of flash requires whole 'blocks' to be erased, making flash significantly slower than normal dynamic RAM (DRAM).
There are two main types of flash: NOR and NAND. Their storage cells work in a similar way, but the methods of programming and reading the data differ. NAND is less expensive to produce (so it is used in pen drives and other storage), whereas NOR is designed to be fault-free (making it suited for storing the BIOS values used when a system is booted).
Both types can be divided into single and multi-level cell (SLC and MLC, respectively). MLCs store two or more bits in each cell, using multiple charge thresholds. This allows more data to be stored in a given area, making manufacture per megabyte less expensive, but they are less reliable and only have a tenth of the expected lifetime (around 10,000 read-write cycles for NAND) compared to SLCs.

Manufacturers are developing ever-decreasing cell sizes, with Samsung recently announcing availability of NAND samples based on 20nm technology. While capacity is growing, issues around cost, speed of writing and endurance make flash unlikely to entirely replace HDDs, let alone RAM, for some time to come.
Phase-change memory
Phase-change memory (PCM, also known as PRAM) is based on the varying conductive properties of crystals in different states. The molecular arrangement (or phase) of the crystal is governed by the temperature to which it is heated and the rate at which it is cooled. Unlike flash, any cell can be both individually read and re-written, making PCM fast and fully random access.
Samsung recently launched a multi-chip memory package for mobile devices based on PCM, as a replacement for NOR flash. Intel and STMicroelectronics had a joint venture, subsequently sold to Micron, that developed an MLC version of PCM. This has resulted in a new line of 'Omneo' memory chips.
PCM's ability to hold data does not degrade as rapidly as flash - an article in 2007 reported it could achieve 100 million write cycles. However, its key property - phase changes induced by heating - becomes a significant weakness, as chips have a narrower operating temperature range than flash and data cannot be pre-loaded before the chip is soldered to a circuit board. The temperature changes during writing also cause problems with low-level circuit design and may produce weaknesses over extended periods of use.
FeRAM
Ferroelectric RAM (FeRAM) replaces the normal dielectric (insulating) layer in the semiconductor stack by a ferroelectric layer, which has a property of electrical polarisation that can be reversed by applying an external electrical field. Depending on the precise structure, reading a cell is achieved by resetting the polarisation to represent a '0', which generates a small current if the stored value had been a '1'.
Since reading is destructive, values have to be re-written every time, but writing takes less time and uses less energy than flash, especially as complete blocks do not have to be erased. Using 120nm process technologies, as reported in TechNews 03/09, FeRAM storage densities lag significantly behind flash. Although manufacturing techniques are improving, there are doubts that the size of cells can be reduced significantly compared to improvements in flash, due to the possibilities of the data in neighbouring cells mutually interacting and write operations corrupting nearby cells. This has tended to limit FeRAM to niche applications, such as radio-frequency identification (RFID) chips and small, low-power, embedded systems.
MRAM and RRAM
Magnetoresistive RAM (MRAM) uses magnetised 'plates' to store data. One plate is treated as a permanent magnet, while the other can be re-written using an electric field. The current that flows through the cell depends on relative polarisation of plates, showing greater resistance when the magnetic polarity of the two plates is opposed. Resistive random-access memory (RRAM) works in an analogous way, except resistance is created through structural changes in the dielectric layer, caused by voltages applied across it. (See Physorg.com for one of the most recent approaches to creating RRAM.)
According to Ars Technica, Everspin engineers believe that data in MRAM could last 20 years. They also claim that it does not have the write-degradation issues experienced with flash and that MRAM could use a fifth of the energy to write data. However, it suffers from corruption if the cell sizes are too small, due to the relative spread of the induction field required to write a cell and mutual interactions between neighbouring magnetic regions. In the simplest structure, this places a lower limit of about 180nm on cell size, although alternative approaches to writing data may produce cells less than half that size. 
Memristors
Memristors were theoretical structures before 2008, when researchers from Hewlett Packard first demonstrated them in the lab. The resistance through a memristor varies according to the voltage applied across it. However, the structure is more than a variable resistor, because the circuit 'remembers' its resistance even after the voltage has been removed. This creates two possibilities: circuits that store data according to the level of resistance; and circuits that process data by using the memristor as a switch.
HP suggests that memory formed from memristors 'could come to market within the next few years' and, according to an interview with the lead researcher in the New York Times, double the storage densities of flash in three years. However, their ability to perform logic functions (see Ars Technica) suggests that memristors could replace parts of the processor as well as the memory. This may require a radical rethink of system architecture to fully realise the potential benefits.
Future technologies
Many other types of storage medium have been suggested, including:

· polarised magnetic domains moved within nanowires (IBM's 'Racetrack' memory)

· tiny iron crystals moved within carbon nanotubes
· changes to the core polarity of magnetic nanodots
· changes to the 'spin' of electrons in silicon nanodots, which could also be used as transistors to process data
· encoding data on bacterial DNA.
Most of these technologies are in the early research stages and some (such as DNA) are never likely to replace RAM.

PCM has come to market and FeRAM is used for specialist applications. Neither MRAM nor RRAM are sufficiently developed to be able to compete with the storage densities of DRAM. Memristors are showing considerable promise, but HP has yet to prove that their technology can be commercialised.
Current production facilities are geared up to producing DRAM, flash memory and hard disks. All of these continue to undergo enhancements to improve speed, power use and storage densities, while reducing price per megabyte stored. Any competing technology will have to be shown to able replace existing memory with a non-volatile alternative that is as fast as DRAM and as reliable and inexpensive as a hard disk drive. Until then, flash will remain as an alternative to hard disks, but will not substitute for the working memory in most consumer devices.
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