Multimedia

Analysis: GPU computing

At a glance:

· GPUs can do more than carry out computational tasks related to graphics.

· Graphics processing units (GPUs) are capable of extremely rapid parallel computational tasks.

· Parallel data processing adds complexity to programming and task scheduling.

· Programming language extensions give access to GPU hardware to provide an independent processing resource for media, mathematical, design and scientific problems that involve processing large data sets.

The GPU as processing subsystem

The graphics processing unit (GPU) was originally designed to augment the central processing unit (CPU) in dealing with high volume, repetitive calculations involved in processing graphical information. In applications like CAD, 3D design, video transcoding (such as displaying Blu-ray content) and games, the CPU deals with the main logic while the GPU renders the required image. In most other applications the GPU has little to do as display updates are relatively trivial. A significant processing resource capable of performing large numbers of parallel mathematical operations is being underutilised on many computers; this could be harnessed to support the CPU in other tasks related to large data sets and complex processing tasks.

Purpose of the GPU

Processing graphical data requires the same operations to be carried out repeatedly on large data sets - individual frames in a 3D game need to be rendered, shaded and incorporate lighting effects in 'real time', to provide the gamer with a realistic virtual environment. These tasks need to be accomplished at extremely high speeds, requiring considerable parallel processing power. Graphics cards now contain multiple 'stream' processors bundled into a single unit, each of which performs the calculations necessary to create part of the image. GPUs represent a huge supply of raw 'compute' power - the hardware required to undertake the basic mathematical operations involved in processing the correct values for every pixel in the final frame.

The GPGPU concept

System designers have realised that there is nothing particularly unique about graphical data - many other sets of data contain closely related values that need to be repeatedly manipulated using the same algorithm. General purpose GPUs (GPGPUs) are being developed to assist application developers with complex modelling and analysis tasks in the fields such as oil exploration, biochemistry and meteorology.

Modern workstations already have multicore processors, so why not just scale these up further? The answers lies in the underlying design of CPUs, which are multi-purpose, flexible devices called on to run many types of program dealing with a large variety of data structures. However, GPUs are specifically designed to handle repetitive computational tasks within smaller, cooler processors.

GPUs make significantly more use of parallel pipelines and multithreading than CPUs. A series of computational tasks can be represented in hardware as an ordered set of logic elements, which receive data at the start of each clock cycle as an output from the logic unit that precedes it in the pipeline. Since the same operations are repeated on multiple data elements, as each one move down the pipeline a new one can be fed in at the 'top' to optimise the processor's capacity. Where tasks are held up awaiting data from another pipeline or memory, a new task (or thread) can start to be processed to further increase efficiency. Complex scheduling algorithms control the pipelines, allocating threads and directing output as required.

Parallel processing in hardware

Parallel computing is very difficult to manage, since one thread may be dependent on the output of another that has yet to run; separate threads may be programmed to write data to the same register simultaneously; or two threads may place locks on registers that the other thread needs, preventing both from executing. Special programming techniques and instruction sets are required - to limit and overcome such conditions - in order for the hardware to operate efficiently.

AMD have produced Brook+ extensions for the C programming language which interface with its Compute Abstraction Layer (CAL), while NVIDIA have developed a C programming environment called CUDA. In addition to accessing the floating point capabilities of existing high end graphics cards, these tools enable programmers to develop complete applications that make use of the GPU. Both AMD and NVIDIA announced GPGPU products in June that will provide one teraflop of computing power - the FireStream 9250 and Tesla 10 series C1060 Computing Processor, respectively. (1 teraflop approximates to one million, million floating point calculations per second.) Microsoft has announced that DirectX 11 will directly support the GPGPU capabilities of some graphics cards in Windows Vista.

At SIGGRAPH in August, Intel released some of the details of its new Larrabee architecture, expected to launch in 2009 or 2010. This multicore product, based on standard x86 processor designs, will provide a new set of tools for developing 3D games and other graphics intensive applications, but the press release also notes that 'a broad potential range of highly parallel applications including scientific and engineering software will benefit from the Larrabee native C/C++ programming model'. The company has introduced its Intel Parallel Studio as a plug-in for the Microsoft Visual Studio to simplify programming of multicore processors.

Toshiba are selling Qosmio laptops featuring quad-core GPUs based on the Cell processor architecture it designed alongside Intel and IBM. These computers will use the GPU for graphics tasks related to HD video and to implement new functions, such as 'gesture control' of playback.

It is the view of Dave Patterson, head of the Parallel Computing Laboratory at UC Berkeley, that "we are in a parallel revolution, ready or not, and it is the end of the way we built microprocessors for the past 40 years".

Applications

The Standford University 'Folding@Home' distributed computing project has supported processing on the GPU as well as the CPU for some time. This research project uses idle time on a computer to investigate the way that proteins fold and how this fails in a number of diseases, such as CJD, Alzheimer's and Parkinson's. Although modern computers are fast, simulating protein folding could involve 30 CPU years to analyse a single problem, so breaking the task into multiple units and distributing these around numerous PCs is extremely beneficial. If the computation can be carried out on the nearly idle GPU found in many PCs, it will produce faster results with minimum performance impact noticeable to the user.

NVIDIA released a GeForce 'Power Pack' in August that included Folding@Home and a trial version of Elemental Technologies’ Badaboom video transcoding program. The press release implied that using the GPU and the latest software could reduce the time taken to convert the format of a 2 hour video from 6 hours to around 20 minutes, although precise hardware details were not supplied.

Steve Purves, technical director of FFA, a company that provides seismic analysis software, told IT PRO, "We can now mix volumes of seismic data on the fly. By having this computer power on the desktop, geophysicists will be able to screen the dataset much more quickly, which will greatly speed up classification." He estimated that NVIDIA's Tesla GPGPUs gave a 10- to 30-fold performance improvement.

Other applications for GPU computing include geographical information systems (GIS), weather forecasting, processing audio and video streams in real time, image analysis, cryptography and financial simulations.

Educational applications

Although the price of a GPGPU may be out of reach for many educational establishments, with reports that the ATI FireStream 9250 will be priced at $999 and NVIDIA's C1060 Computing Processor $1699, the same programming languages can be used on much cheaper GPUs. Use of ATI's Brook+ with CAL, NVIDIA's CUDA, or the Intel Parallel Studio, brings practical application of these principles within the grasp of higher level students.

Some system managers may feel able to support projects like Folding@Home using hardware idle time; simulation and analysis software written specifically to utilise the spare processing capacity of the GPU will become available in future years, with media applications benefiting significantly from graphics cards designed to support processing on the GPU; while appropriately programmed GIS and modelling software should run more rapidly, producing less heat from the hardware.
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