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At a glance

· Simple gestures, such as 'point and click' have been used since the introduction of graphical interfaces.
· Touch screen interfaces tend to mimic desktop paradigms and remain essentially two-dimensional in character.

· Multitouch interfaces are more complex to develop but enable a wider range of gestures.

· Camera-based recognition systems can detect three-dimensional movements to control applications.

· Gestures may appear to provide a more intuitive interface, but interpretation can depend on prior experience or cultural considerations.

· The entertainment industry is concentrating significant attention to developing new controllers based on a user's movements.

· Assistive technology that recognises more gestures may benefit disabled users.

· Widespread adoption of multitouch and gesture-based systems in education will depend on development of pedagogically valid activities.
What is a gesture?
Gestures are intentional body movements designed to communicate with another person: a gesture may signal an intention, give a command, assist an explanation or express a feeling. Although we tend to think of hand movements in particular, gestures can include a shrug of the shoulders, kicking a stone or pulling a face.
A limited range of gestures has been used to control computers for many years since graphical interfaces began to take over from the command line. Each movement of the mouse is a gesture, even though constrained to actions like point, click, drag and hover. These gestures are abstracted into the capabilities of the hardware and combined with onscreen cues (buttons, menus and the like) to produce a response from a given application.
The entertainment industry is driving considerable development of gesture-based controls, in addition to the more specialised demands of military, medical and other customers. This article will give a range of examples, but there are many more technologies and companies involved than will be mentioned here.

Touch
The gestures that can be used to communicate with a computer system tend to be constrained by the capabilities of the hardware. For many years alternative input devices, such as joysticks and tablets, have tended to mimic the same desktop paradigms used by the mouse and keyboard, without adding significant functionality - all that was needed was to add new drivers to the operating system.
Touch interfaces are not new, but improvements in hardware and manufacturing techniques have made them very much more common; they are found on supermarket tills, ticketing machines, mobile phones, satnav systems, interactive whiteboards (IWBs), tablet computers and a diverse range of other hardware.
Most systems could (until recently) only detect a single touch. Some, such as a passive grid of infrared beams and sensors, cannot distinguish which of the opposing corner pairs of a rectangle have been touched when there are two simultaneous contacts. However, systems that actively 'scan' the surface using some form of pulse, or that have individually addressed grid points or electrodes, can detect multiple touches.

Multitouch
Multitouch screens particularly came to the public's attention with the Apple iPhone and the new set of gestures it introduced. These, including spreading finger and thumb to zoom in, or a 'pinch' to zoom out, may be subject to an Apple patent, but they demonstrate simple functionality added when a device can track the relationship between two or more points that have been touched.
Multitouch needs more complex processing, as well as a more sophisticated sensor array, which in turn requires faster processors and chipsets. A drop in price of all these aspects of multitouch-capable devices has made them an attractive business proposition. Analysts ABI Research predict that the whole touch screen market will grow to $5 billion this year, while the price of the touch screen components is falling 10 per cent, year on year.
Camera technology is rapidly gaining ground for larger touchscreen applications. Microsoft Surface (and the similar SMART Table) can track and process multiple touches from groups of users. The cameras in some touch applications may simply track shadows cast on the display, but Surface uses detectors that pick up infrared light scattered by fingers and other objects. The touches must all be considered 'independent', as the hardware cannot know how many people are involved or where they are located, unlike the iPhone, which can assume that there is a single user.
Microsoft's next PC operating system, Windows 7, will have multitouch algorithms embedded in the controls for its user interface.

Most touch screens essentially remain 2D in character, which limits the range of gestures they can detect. Further, especially on the screen of a mobile device, a reasonable degree of fine motor control is required to operate many touch-enabled functions.

Gestures in 3D
The third dimension expands the range of gestures that can be employed. Toshiba has demonstrated a television control system that invites the user to raise an arm to indicate that other gestures will be used, for example to change the volume or switch channels.
Developers of games control hardware are vying with each other to apply a wide range of body movements to control in-game action. Nintendo's remote control for its Wii console embeds gyroscopes and accelerometers that detect movement of the device through the air, plus an infrared system that indicates the direction that the controller is pointing. Sony's latest prototype controller for the PlayStation 3 has a glowing globe that is tracked by a USB camera, as well as embedded accelerometers.
Microsoft recently announced an ambitious controller development programme codenamed 'Project Natal' for its Xbox console. Earlier this month delegates at the E3 conference saw it operating in a range of game applications, as well as supporting interaction with a computer avatar called Milo. (The latter is shown in a video embedded in this BBC News report.) The system relies entirely on cameras to capture body movement and facial expressions - the user does not hold any hardware at all. Project Natal uses infrared detection, plus sophisticated processing algorithms, to track the precise position of the user's limbs, even in low light.
Microsoft has given little indication of the release date for Project Natal, which is thought to be at least a year away, or the hardware required to process movements detected into meaningful control signals. Nevertheless, even more than the introduction of multitouch, recognition of gestures in 3D will require a fast processor. 
Interpreting gestures
The ability to detect a wider range of gestures can actually lead to greater problems for an interface's designers, as it is necessary to understand the user's intention behind the gesture. The 'WIMP' (windows, icons, mice and pointers) interface uses a carefully restricted set of gestures which, once learned by the user, can easily be applied across a wide range of software. When more gestures are introduced, there is a danger that users become more readily confused about which one is required.

Microsoft researchers recently published a paper based on people's own selection of gestures for particular computer commands, finding strong agreement for some actions but great variability for others. Perhaps inevitably, among users that might already be expected to be familiar with the desktop paradigm, the paper said that 'desktop idioms strongly influence users' mental models'.
Aspects of gesture are cultural, so British people will tend to put a tick rather than a cross in a tick box, while signals, such as 'thumbs up', can have completely contrary implications internationally. This presents considerable difficulties to interface designers who want to integrate 'natural' body movements into applications aimed at a global audience.
The efficacy of gestures could be improved through feedback systems that tell the user that a particular action has been recognised. 'Virtual keyboards' on touch screen phones can be more difficult for users, as they cannot feel the edges of each key or sense that they have 'pressed' a particular button. Haptics (use of vibration and other mechanical feedback) may assist in this area.
Limitations
Touch interfaces can lead to further problems: when is a touch intended (as against accidentally resting the heel of your hand on the surface)? Does the very 'pointing mechanism' (a finger on a mobile phone's screen or a teacher's arm in front of the IWB) obscure the image displayed to the user? A Microsoft researcher has suggested that a touchpad on the back of the device and a visual representation of that finger on the display could give more accurate hardware control on small screens.
Accessibility of touch screen devices is a big concern: without haptic feedback, it is very hard for someone with visual impairment to use such screens. TV Raman, a Google researcher, has developed a dialling technique and method for looking up contacts suited to visually impaired users. He points out that these approaches can benefit all users, as there are times when it is not convenient to look at the screen to see what to 'press'.
Physical disabilities, the age of a user or their mental capacity may also affect their ability to learn or enact particular gestures. Nevertheless, assistive technology that incorporates gesture recognition may be of great benefit, as arm movements can be much easier for someone with fine motor control difficulties and more intuitive to young children.

One issue that has received limited attention to date is the possibility of new forms of repetitive strain injury (RSI), which can come about through continually making similar movements or interacting with unyielding surfaces (like mobile phone screens that have no 'give' in them).
Opening up applications
Gestures can be much more intuitive for users, especially where the system mirrors the actions to control an on-screen avatar, a robot or other 'remote' device. Although requiring sophisticated sensor arrays and fast processors, tracking a single user and interpreting their actions is simpler (in principle) than attempting to discern the intention of an unknown number of users collaborating on multitouch hardware. Although straightforward goals can be set that require multiple users to carry out the same actions until each objective is achieved, does this truly add to learning? Development of pedagogically meaningful activities, whether harnessing the power of multitouch interfaces for competition or collaboration, is really at an early stage.

Immersive environments, such as Microsoft's Milo demonstration, are extremely attractive, but require a great deal of hardware to achieve results that (arguably) could as easily be achieved by other means. This is not to say that specific categories of user (such as autistic learners) will not benefit tremendously from this type of computer-mediated interaction, while users with disabilities may also find suitably designed gesture-based systems simpler to use than more traditional forms of input.

Educational innovators are working with the latest multitouch and 3D gesture detection systems to uncover their potential for education, but widespread adoption will depend on development of suitable, educationally valid content.
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